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Abstract

Heterostructures with multiple strongly coupled quantum wells, such as super-multiperiod
(SMP) superlattices (SLs), are promising semiconductor devices, which may contain hundreds
or even thousands of layers with 100 or more periods synthesized by molecular beam epitaxy
(MBE) to high structural perfection. The proposed characterization method employs matched
application of high-resolution x-ray diffractometry (XRD), reflectometry (XRR), and, for the
first time, the deep XRR (DXRR) allows the study of SMP structures, as well as high-accuracy
determination of the thicknesses of layers, roughness/diffuseness of boundaries using the
rigorous scattering theory, and composition of solid solutions. Combining these methods with
scanning transmission electron microscopy (STEM) enables characterization of SMP SLs and
independent determination of these same parameters. The differences between the expected and
obtained layer thicknesses by XRD and XRR were 1%—3% for AlGaAs/GaAs structures. The
samples were characterized by sharp interfaces with the root-mean-square width of the transition
layers of the order of a few A, which is consistent with the XRR/DXRR and STEM analysis.
Based on the data obtained for the thicknesses of layers, the composition of Aly3Gag7As has
been accurately determined by the x-ray methods. These results may be considered as the first
step in the analysis of MBE-grown SMP structures with a number of periods up to 1000.

Supplementary material for this article is available online

Keywords: superlattice, molecular beam epitaxy, x-ray diffractometry, x-ray reflectometry,
rigorous electromagnetic theory, transmission electron microscopy

(Some figures may appear in colour only in the online journal)

1. Introduction strongly coupled quantum wells (QWSs) have attracted consid-

erable attention [1-6]. They may operate in the terahertz range
Promising semiconductor devices such as quantum-cascade and contain hundreds or even thousands of layers, with thick-
lasers, solar cells and similar heterostructures with multiple nesses that may vary by orders of magnitude [7-9]. In this
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study, the synthesis of ‘super-multiperiod’ (SMP) superlat-
tices (SLs) with 100 and more periods and/or large-thickness
structures with high perfection of the layer morphology and
composition is considered in relation to the creation of new
near-room-temperature laser sources of infrared and terahertz
radiation, including the formation of corresponding minibands
(Wannier-Stark energy levels [10]) or sequential tunneling of
carriers through many periods [11-14].

An increase in the number of periods leads to the increase
of the device output power and decrease of the threshold cur-
rent of generation. Therefore, to overcome the absorption in
a resonator and losses in contact areas, large numbers of SL
periods (up to 1000) have to be created; thus, structures with
a thickness of 5-10 pm or more are needed [15]. The creation
and characterization of SMP structures with a constant period
and required doped levels throughout the thickness is a non-
trivial task. Difficulties arise because of the electron scatter-
ing at interfaces, emergence of various kinds of defects, deep
impurity levels, and inconstancy of layer compositions [16].
Therefore, samples should be grown with the thickness accur-
acy at the atomic level, roughness/diffuseness of interfaces at
the subatomic level (root mean square (RMS) o), and layer
composition accuracy of less than a fraction of a percent [17].
In our studies, we deal with weakly stressed structures, such as
AlGaAs/GaAs and also InAs/GaAs QWs [18]. Because of the
relatively low growth rate of SMP structures using molecu-
lar beam epitaxy (MBE), sample growth process takes from
several hours to a few days [16]. Therefore, the depletion of
sources of semiconductor materials of group 3 during direct
synthesis of SMP structures should be considered using in situ
adjustments for such nonlinear processes, which is possible by
the accurate analyses of test samples and calibration of mater-
ial fluxes ex situ.

Among the best integral non-destructive tools for the evalu-
ation of such SLs are the high-resolution x-ray diffractometry
(XRD) and (XRR) based on the detailed analysis of specu-
lar and diffuse component distributions of the x-ray scattering
intensity in reciprocal and direct spaces and exact solution of
the inverse problems [19-22]. The XRD and XRR methods
are complementary, allowing to avoid the dependence between
model parameters, the number of which may reach several
hundreds. However, the great opportunities inherent in XRD
and XRR may not be fully exploited for a complete character-
ization of SMP structures because of the difficulties in unam-
biguously interpreting the data obtained with a large number
of free parameters embedded in complex models and using
approximations. To overcome these difficulties, we use, for
the first time for such structures, the method of deep x-ray
reflectometry (DXRR) based on the rigorous scattering model
[23]. To clarify the morphology and composition of layers and
interface sharpness over the depth of SLs, the transmission
electron microscopy (TEM) method is widely used as inde-
pendent [24]. Another method for determining the structural
parameters and composition of samples with multiple QWs is
the photoluminescence (PL) spectroscopy [25] which is dis-
cussed here in the supplementary material (available online at

stacks.iop.org/JPysD/53/455103/mmedia). The methodology
of using all the basic methods together for characterizing SMP
structures are analyzed in this work.

2. Independent methods
2.1 MBE

In this work, we primarily studied Design II samples grown on
‘epi-ready’ GaAs (100) substrates using MBE with the semi-
industrial Riber 49 and R & D Riber Compact 21 EB 200 sys-
tems. The other Design SLs, which were grown and invest-
igated by the same methodology, are mentioned here briefly.
Design 1II structure included an SL of 100 periods consisting
of Alp3Gag7As (15 nm)/GaAs (3 nm) layers with the cupping
layer of GaAs of thickness of 10 nm. The thickness of Design
II structure was approximately 1.8 pm. The quality of layers
was controlled in situ by the diffraction of high-energy reflec-
ted electrons. In addition, the ability to create an abrupt inter-
ruption and then resume allowing molecular beams to enter the
substrate allows for the production of sharp heterointerfaces,
which is crucially important for creating SMP structures with
QWs. Moreover, such equipment can maintain highly stable
source temperatures, which ensures the consistency of com-
positions. Using these MBE systems, it is possible to syn-
thesize high-quality layers with a thickness of one monolayer,
as well as very thick layers while controlling thickness and
composition [26, 27]. Samples of Design II were studied in
detail by XRD and XRR/DXRR, and, additionally, by scan-
ning TEM (STEM).

Design I structure of approximately 1.5 pum thickness con-
sisted of 10 periods of InAs/GaAs multilayers and a cupping
layer of GaAs with a thickness of 10.3 nm [18].

Design III structure included SLs of 100 periods consist-
ing of Alp3Gap7As (2 nm)/GaAs (10 nm) layers without
impurities and doping by n-type impurities of differ-
ent concentrations. The thickness of Design III structure
was approximately 1.2 pum. Design III will be discussed
elsewhere.

2.2. XRD

For measuring the structures with different numbers of periods
which consist of several layers with similar periods, a target
growth model was used. The software embedded in the uni-
versal XRDs was used to solve the inverse problem of XRD,
namely, ‘Epitaxy’ and ‘Smoothfit’ were used for PANana-
lytical X’Pert Pro [28], and DIFFRAC.Leptos was used for
Bruker AXS [29]. These proprietary software products are
designed to solve the Takagi-Taupin equations [30] and use
genetic algorithms to search for local minima in the model
parameter space. Further, using the local minima found with
the gradient descent method (or the Levenberg—Marquardt
method), it is possible to find a global minimum. In addition,
these software products incorporate various models to con-
sider the roughness and diffuseness of interfaces (transition
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layers). Furthermore, these software products provide oppor-
tunities to improve the model and assess its reliability as well
as the accuracy of curve-fitting.

Design II structure was investigated using the XRD method
on a Bruker D8 Discover XRD (Cu Ko radiation) configured
in the scheme with the Goebel parabolic mirror and Ge (220)
double-reflection monochromator on the primary beam. To
determine the SL period, a diffraction reflection curve was
taken near the (002) GaAs and (004) GaAs reflections by 626
scanning with a slit with w = 1 mm in front of the detector in
the ranges of angles from 23° to 70° over 26 with the step of
0.01° and the accumulation time of 2 s.

The composition of the AlGaAs solid solution was determ-
ined from the position of the zero peak of the SL near the (004)
GaAs reflection; the preliminary determined ratio of the thick-
nesses of the individual layers in the period was considered. To
accomplish this, a rocking curve was taken in a small range of
angles from 32.9-33.1° along # with a step of 0.001° and a
wide slit on the detector w = 4.5 mm.

2.3. XRR

To reconstruct the morphology of SMP structures with the
help of XRR, one may use ‘model’, ‘model-less’ or ‘hybrid’
approaches [22, 31, 32] and also consider additional independ-
ent methods (XRD, TEM, PL, others). The use of a priori
information about the flows and growth times of layers with
regard to their depletion [16] is also necessary for an initial
approximation in the procedure of fitting theoretical data to
experimental data and significant reduction of the number of
reconstructed parameters. For solving the inverse problem of
restoring the parameters of layers by XRR the homemade code
‘Multifitting’ was used [33].

Multifitting is a computer program designed specifically
for modeling the optical properties (reflection, transmission,
absorption) of multilayer films consisting of an arbitrary
number of layers in a wide range of wavelengths. Multi-
fitting allows a user to calculate the reflectometric curves
for a given structure (direct problem) and to find the para-
meters of the films from the experimentally obtained curves
(inverse problem), either manually or automatically. Key
features of Multifitting are the ability to work simultan-
eously with an arbitrary number of experimental curves and
an ergonomic graphical user interface that is designed for
intensive daily use in the diagnosis of thin films. Mul-
tifitting is positioned as the successor to the IMD pro-
gram [31], which has become the standard tool in research
and technology groups synthesizing and studying thin-film
coatings.

Reflectometric measurements were performed on a PANa-
Iytical X’Pert Pro diffractometer in the 6—26 mode at grazing
incidence angles in the range 0-3.4°. In the range of small
angles (0-1.8°), a 0.2 mm slit was used, the scanning step was
equal to 0.001°, and the recording time for one reflex was 4 s.
For large angles, the slit was 0.8 mm wide, the step was 0.001°,
and the recording time was 7 s.

2.4. STEM

The TEM method is another independent quantitative
approach to check the validity of the mentioned above
methods. We studied the same samples using the TEM method
to obtain additional quantitative information on the thickness
and composition of SL layers.

The samples for TEM studies were prepared by the focused
ion beam method using the Zeiss Auriga Crossbeam system
[34]. The obtained lamellas were studied on the TEM Zeiss
Libra microscope with an accelerating voltage of 200 kV in
the STEM mode by employing a procedure similar to that
described in [35]. Microscopic measurements and assessments
were carried out in three SL areas of SMP Design II structure:
in the lower, near the substrate; in the middle, near the SL cen-
ter; and in the upper, near the cupping layer.

3. Deep XRR: theoretical model

To study the SMP structures, along with usual XRD and XRR,
we used first the DXRR method [36], which is a principal
improvement of XRR because of the possibility of expand-
ing the ranges of input and analyzed parameters by an order
of magnitude without loss of accuracy, which is crucial for
the analysis of thick SMP structures. Even specular reflect-
ances of x-ray radiation at boundaries with random rough-
nesses may differ considerably (by orders of magnitude) from
the values derived with the use of various approximate models
[37]. The general DXRR method has already been successfully
applied to the analyses of multilayer crystalline and amorph-
ous samples of large thicknesses [38—40].

This approach is based on the rigorous theory of diffraction
of electromagnetic radiation, namely, the modified boundary
integral equation method together with the method of Monte
Carlo to take into account a boundary randomization [23, 38].
It can describe different situations from total external reflec-
tion to full absorption of short-wave radiation; in addition, it
enables accurate determination of the intensity of scattered
light and absorption.

The DXRR method is suitable to solve rigorously any dir-
ect problem of reflectometry and also to check a validity of
a plethora of approximations, which are traditionally used in
XRR. As a result, it allows verification of methods to ana-
lyze SMP structures with the thickness from a few to 10 and
even more microns, when measured at very bright x-ray free
electron lasers or synchrotron radiation (SR) sources of the
fourth generation. It was also recognized that the method of
DXRR operates equally well with any shape of asperities
and allow arbitrary statistics of distribution: periodic, quasi-
periodic, random, as well their combinations including real-
istic (measured or simulated) [41, 42].

In the strict sense, the Debye-Waller (DW) and Nevot-
Croce (NC) factors of the reduction in specular reflectance are
valid in the case of small rough boundary heights % (or o) hav-
ing a Gaussian distribution and very large (DW) or very small
(NC) correlation lengths (. The second order distorted-wave
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Born approximation may be used while considering arbitrary
magnitudes of ¢. However, it is generally valid for very small
values of 27o sin 6/\ and when the Gaussian-like correlation
function is used [43, 44]. Additionally, derivations of the NC
factor assume ( satisfying A\ > 27( sin” 6. For the case stud-
ied that means o < 5 nm and ¢ < 900 nm. The real situation
is more complex and the result depends also significantly on
real and imaginary parts of the refractive index.

The height perturbation theory is more general because any
height distribution and any correlation function can be used
via the power spectral density function; however, it also has
strong restrictions, mainly, in the allowed maximal height val-
ues [45-49]. The big difference (up to an order of magnitude)
between the rigorous approach and the DW & NC approxima-
tions was clearly demonstrated in specular reflectances of Au
mirrors with different roughness parameters at wavelengths
where grazing incidences occur at close to or larger than the
critical angles [37]. Such differences may give rise to wrong
estimates of ¢ and ¢ (and also layer thicknesses) if they are
obtained in XRR by comparing experimental data with calcu-
lations.

Thus, rigorous-based DXRR computations are required to
find limitations and errors of the usual XRR model applied to
a particular case. By the same rigorous approach, EUV specu-
lar and diffuse reflection coefficients were calculated for Al/Zr
multilayers accounting for real (non-Gaussian) rough bound-
ary statistics [40]. The complex multilayer model [50], which
considers the exact effects of growth kinetics of boundaries
having random roughnesses with varying ¢ and ¢, has demon-
strated very good correlation of specular reflectance values
with the data obtained on the SR source for a number of incid-
ence angles and wavelengths.

The rough surface statistics is required to rigorously com-
pute the scattering intensity using the direct electromagnetic
solver PCGrate™-SX v. 6.7 [51]. For this purpose, we employ
Monte Carlo simulations to average the statistics owing to
individual surfaces over an ensemble of realizations. Here, we
can use a model of vertically uncorrelated roughnesses due
to a variable random noise of material sources and small o
(approximately a few A) of the substrates [38, 52]. In this case,
the specular reflection of an SL is proportional to the intens-
ity of the specular field at the interfaces. Moreover, the simple
evaluation shows that the angular distribution of the scattered
intensity is characteristic of scattering from a single interface
[53]. Therefore, we may study in detail only one rough GaAs
surface to compare calculation results obtained using DXRR
(rigorously) while applying NC and DW attenuation factors,
which are mostly used to solve inverse XRR problems.

4. Results and discussion

The positions of the maxima on the XRD curves (figure 1) cor-
respond to the diffraction peaks from the GaAs substrate, to the
average composition of the SL; and the distance between the
peaks (satellites) corresponds to the period D of the SL [54].
The satellite structure is observed in a wide angular range on
a double scale of Bragg angles, which indicates high quality,

Table 1. Restored thickness parameters.

Design II
SL Layer XRD, nm XRR, nm Matched, nm o, nm, XRR
GaAs 3.0 3.0 3.0 0.35
Alp3Gag7As 14.5 14.55 14.55 0.35
D 175 £0.2 17.55 £0.05 17.55 £0.05

planarity, and continuity of the layers that form the periodic
structure. The structure was calculated with the full thickness
of grown layers and D = 17.5 nm. In the diffraction pattern,
there is a large number of satellite peaks due to a good con-
trast, resulting from the difference in atomic factors of Ga and
ALl It should be noted that the satellites have a clearly defined
shape with one maximum. In the case of non-optimized para-
meters of the epitaxial process, both the splitting of satellite
peaks and presence the of several maxima are possible. This
is associated with fluctuations in the composition and thick-
ness of epitaxial layers in the structure [16, 26]. Further, the
SL period and thicknesses of individual layers in the period
were determined from the envelope shape of the satellites and
their positions determined by fitting a theoretical curve. The
period was determined as D = 17.5 + 0.2 nm, and the thick-
nesses of the layers were found as d(GaAs) = 3.0 nm and
d(AlGaAs) = 14.5 nm.

The diffractometry analysis results showed that D of the
grown structure was 2.8% less than the expected value, and
d(AlGaAs) was less by 3.3% (see figure 1(a)). From the atten-
uation of satellites at large distances, we estimated the fluc-
tuation of D as 0.2 nm. Figure 1(c) presents the diffraction
spectrum taken near the GaAs (004) reflection, for which the
fitting also confirms D ~ 17.55 nm. Quantitative assessment
of the match between measured and simulated XRD diffrac-
tion curves was evaluated using the DIFFRAC.Leptos built-
in normalized logarithmic discrepancy functional x> [29]:
XLN2 =1UN-X ((log(lexp)_log(lsim))/log(lexp))zv where Iexp is
measured intensity and Ig;, is simulated one. The sum is taken
over the all spectrum data points N. Minimization of normal-
ized logarithmic x? is a conventional approach to fitting of
XRD spectra [55, 56].

To verify the XRD model and to determine the abso-
lute errors for this structure, the XRR method was used.
In the resulting model of XRR, the following values were
obtained for the best agreement with the experimental data
(figure 2): D = 17.55 nm, d(Aly3Gag7As) = 14.55 nm,
d(GaAs) = 3.0 nm. The difference between period thickness
determined from XRD and XRR lies inside the XRD tolerance
(0.2 nm). D(XRR) = 17.55 £ 0.05 nm is the most strict value
derived from these two methods. Applying the XRR method,
after the XRD method, allows to restrict the average period
determination error to 0.05 nm only. Moreover, now we can
assume the absolute error due to the use of the two independ-
ent methods. The combined thickness parameters and errors
obtained by the two methods under examining Design II struc-
ture are listed in table 1.

The thickness of the upper GaAs cap layer was
d(GaAs) = 9.92 nm, and it turned out to be not oxidized.
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Figure 1. XRD curves of Design II structure with 100 periods
obtained in the #-26 scan mode at the wavelength A = 0.15406 nm
with (a, b) near the (002) GaAs reflection and (c¢) near the (004)
GaAs reflection (the curves are shifted for clarity).

The width of the interfaces of layers was ¢ = 0.35 nm in
the symmetrical interface model. The resulting XRR model
provided a perfect match between the experimental and the-
oretical peaks for 10 diffraction orders, which indicates high
quality of the structure and good fit. Then, applying success-
ively XRD after XRR we finally obtain perfectly matched
XRD curves, which are also matched in the best way to XRR
data (see figures 1(b) and (c)). Such a methodology can be
(and should be) applied to any design of SMP structures [18].

Exact calculations of the scattered light intensity were
performed using DXRR for the interface roughness with

10° ¢

—— measurements
— calculations

]

Reflectance

10* |

Grazing angle, deg

Figure 2. Specular reflectance of Design II structure with 100
periods obtained for the wavelength A = 0.15406 nm vs. grazing
angle.

different o: 0.35 nm, 0.7 nm and 1.5 nm. Any correlation
length evaluated had values close to those given by either the
DW model (( = o0), or the NC model (or the more gen-
eral Sinha’s approximation [57]) (¢ = 0), or more realistic
models (( = 0.15 pgm, 1.5 pm, 15 pm) in the entire graz-
ing incidence angle range. The calculated specular TE reflect-
ance (TM reflectance data are close in magnitude) of GaAs
surfaces as a function of the angle of incidence for different
values of ¢ and ( is shown in figure 3. A comparison of the
reflectance obtained for Cu K , radiation (A = 0.1541 nm) for
the approximate (NC and DW) and perfect (¢ = 0) models
and for the rigorous model (o = 1.5 nm) for different  val-
ues is shown in linear (near the critical angle in figure 3(a))
and logarithmic (in the wide angular range in figure 3(b))
scales. One can clearly see the difference between results
obtained using the rigorous approach and the approximated
approaches.

We will first discuss the results for the cases when the incid-
ence angle is close to the critical angle (see figure 3(a)). For
¢ = 0.15 pm, the results obtained for the rigorous and NC
model differ only by a few % near and below the critical angle,
and by several % in the range slightly higher the critical angle.
For ( = 1.5 pum, the difference is several % in the high reflect-
ance range, and approximately a few tens of % in the low
reflectance range. For ( = 15 um, the difference is approxim-
ately a few tens of % in the high reflectance range, and approx-
imately several tens of % or a few times in the low reflectance
range; similar differences can be observed for ( = 15 ym and
the DW model. For ¢ = 0.7 nm, the NC model (not shown) is
close (with the maximal difference of several %) to the perfect
reflectance, and also to the rigorous model with the highest
value of ¢ (=15 pm). For ¢ = 0.35 nm, all the models are
very close (with the maximal difference of only a few %) in
the considered incidence angle range.

When the incidence angle is much higher than the crit-
ical angle, the results obtained by the different models vary
to a much greater degree (see figure 3(b)). For ¢ = 1.5 nm,
while the rigorous results obtained for various ( are close,
they are distant from the predictions made by both DW and
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Figure 3. Specular reflectance of GaAs as a function of grazing
angle. Specular reflectance calculated by approximations (NC or
DW curves) and rigorously (symbols) with 99 statistical surface
realizations for the wavelength A = 0.1541 nm and different rms
roughness o and correlation length ¢: (a)—in linear scale near the
critical angle; (b)—in logarithmic scale in the wide-angle range.

NC approximations. For example, when 6 = 0.9°, the results
differ by nearly an order of magnitude; at higher values of 6,
the differences are even larger with a few orders of magnitude
between the values obtained. For o = 0.7 nm and ¢ = 15 pm,
the rigorous results are rather close to the DW predictions.
However, the difference varies from several tens of % up to
a few times in the range under consideration. For o = 0.35 nm
and ¢ = 15 pm, it is seen that the rigorous results are close
to the DW predictions; in this case, the difference varied from
several % to several tens of % in the range under study.

The results presented in figure 3 exhibit good convergence
and high accuracy required for simulating specular reflectance
of SLs with polygonal and randomly rough boundaries that
have 1000 nodes; a wide angular range is also employed for
the simulation. In PCGrate, we used 1000-1200 discretization
points per boundary, 99-195 random boundary sets, and the

Separating solver after excluding the convergence accelera-
tion technique. An error of approximately 1.E-6 that accounts
for exact absorption calculus was evaluated from energy bal-
ance considerations [23]. The difference between reflectances
obtained using 99 and 195 random boundary sets is approx-
imately 0.1%. The difference between reflectances obtained
using 49 and 195 random boundary sets is approximately (or
less than) 10%. The average time taken by each discretiza-
tion point (99 random sets) on a portable workstation MSI®
WT73VR 7RM with an Intel® Xeon® E3-1505M V6 3-4 GHz
processor and 64 GB of RAM is approximately 4 h when oper-
ating on Windows® 10 Pro using eight-fold parallelization.
The GaAs refractive indices were derived from the CXRO
website [58].

As predicted by the general theory, the rigorous results
for small values of o and ( are close to the NC model near
and below the critical angle. In the range higher than the crit-
ical angle, as would be expected, the rigorous results may be
close to those of the DW or NC model only for small values
of o (less than or about approximately 0.35 nm for the con-
sidered case) and various values of (. For higher values of o,
pronounced differences between the rigorous model and any
widely used approximations may result in an overestimation of
o if itis deduced from a comparison of experimental data with
calculations.

Thus, for Design II structure the usual XRR approxima-
tion with o ~ 0.35 nm provide accurate results for all correl-
ation lengths and incidence angles studied. The inaccuracy of
the obtained specular reflectance results is approximately 1%.
The respective inaccuracy of the restored layer thicknesses is
also about 1%. For Design II structure, the XRR approxima-
tion give accurate results for all boundaries in the wide incid-
ence angle and correlation length ranges.

Similar to Design I sample [18], Design II sample was
elastic-stressed and convex with the SMP layer outward. To
calibrate the reflected radiation intensity, 7, with the intensity
of the incident radiation, /, measurements were taken at zero
degrees to collect all the radiation from the source outside the
critical angle. The measurements were carried out with differ-
ent slit widths w = 0.03 mm, w = 0.1 mm, w = 0.2 mm, and
w = 0.8 mm; the angle scan step was 0.001° and the expos-
ure time was 3 s. At small angles (0-1.8°), the slit width was
0.2 mm, the scanning step was 0.001°, and the scan time per
point was 4 s. At large angles, the slit width was 0.8 mm, the
step was 0.001°, and the scan time was 7 s. Figure 4 presents
the x-ray reflectometry curves obtained using wide slits in
front of the detector to analyse the radiation reflected in a wide
range of angles.

Using glancing angles smaller than the critical angle
together with a narrow slit created a configuration that did not
allow a for reflection close to 100%. The radius of the meas-
ured structure (including the outer convex layer of the SMP
structure) was ~50 m, corresponding to a total structural stress
of around 8 x 107 Pa, which is not critical for thin layers and
does not lead to the generation of dislocations [59].

The next step in the matched procedure was to determine
the proportion x of Al in the Al,Ga;_,As layers.
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Figure 4. Intensity of the specular reflection R = I/, of Design II
sample measured near the total external reflection with the slit width
w for the incident radiation with A = 0.15406 nm vs. grazing angle.
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Figure 5. Rocking curve of Designe II sample obtained near the
(004) GaAs reflex in a small range of angles on 6.

The rocking curve obtained near the (004) GaAs reflex in
a small range of angles on 6 is demonstrated in figure 5. Two
intense peaks are observed on the spectrum. The right peak
corresponds to the substrate material GaAs (004), and the left
peak corresponds to the average composition of the SL. The
low-intensity peak on the right is an artifact of a double mono-
chromator; thus, it was not considered. The average composi-
tion was determined by the formula:

x(AlGaAs) - d (AlGaAs)
<X>= D .

6]

Since the period D and layer thickness d were determ-
ined from the spectrum of XRD near the (002) reflection,
only the value of x(AlGaAs) varied in the process of fit-
ting the calculated curve. The resulting proportion of Al was
x = 0.3 £ 0.005 that is closely matched to the growth model.

Figure 6 shows the high-angle annular dark-field (HAADF)
of a sample obtained using STEM, indicating a high degree of
perfection of the SL. Figure 7 shows the HAADF image of

Figure 6. HAADF-STEM images an SL sample obtained with
different resolutions.

it

Figure 7 HAADF-STEM image of an SL sample with measured
bars.

a similar sample with bars indicating the thicknesses of lay-
ers, including transition ranges with the random roughness
and intermixing of layers. The thicknesses of the layers in the
STEM image were measured approximately, since the thick-
ness of the sample was quite large and, therefore the boundar-
ies of the layers did not have a clear contrast.

According to the measurement data for several samples, o
is about 0.5 nm in the approximation of symmetric interfaces.
Considering the calibration error of microscopic measure-
ments (approximately 0.25 nm), the STEM data on the thick-
nesses of layers quantitatively agree with the results obtained
using XRD and XRR. Due to the large measurement error in
determining the thickness on the STEM image lad to discrep-
ancy of ~8% between the XRD/XRR and the STEM measure-
ments. However, choosing the bars, which indicate the thick-
nesseses of layers, is rather voluntarist.

5. Conclusion

The research methods herein, including XRD, XRR, DXRR,
and STEM, are suitable for analyzing SMP structures and
allow for sample characterization and determination of para-
meters such as thicknesses and layer composition with high
validity and accuracy. The differences between the expec-
ted and obtained data matched XRD and XRR methods layer
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thicknesses were 1%-3% for samples of Design II & III.
These differences are likely governed by a decreased flow of
group 3 material sources during the growth process of thick
structures, which must be compensated for during the time-
consuming and expensive experiment. As follows from the
theoretical estimates [60], for very thinly deposited layers,
thickness calculations, with both compensated and accumu-
lated error types, may have errors that differ by an order of
magnitude [18]. The closing speed of the shutter and resid-
ual amount of material and its uniformity in the chamber also
impact the variation in layer thickness and width of transition
regions. According to the XRR data, the structures are char-
acterized by sharp interfaces with o of the order of a few A,
which was confirmed by STEM measurements.

Based on the rigorous reflectometry model, the DXRR
method should be used to check the validity of XRR results,
which may differ by orders of magnitude. For example, the
XRR results for Design I structure provide overestimated val-
ues of o for several interfaces [18]. In contrast, with Design
IT & III structures, the inaccuracy of the derived results for
o = 0.35 nm is only about 1% for all the layers studied. How-
ever, this value of o is close to the critical (before an overestim-
ation) one for Design II structure. Fortunately, the usual XRR
approximations with o = 0.35 nm provide accurate results for
all correlation lengths and incidence angles.

STEM analyses can provide valuable additional informa-
tion and can serve as starting points for matched XRD and
XRR. The difference between the expected and resulting aver-
age values of the thickness and composition of layers obtained
by the XRD & XRR and STEM methods was approximately
8% for samples of Design II. The results obtained in this work
demonstrate that the STEM method potentially provides inde-
pendent quantitative information on the thickness and com-
position of SL layers, which is often necessary when solving
complex inverse problems of XRD and XRR. Based on the
available independent data, one can find the best solution of the
XRD and XRR problems, and, in turn, determine the morpho-
logy and composition of layers of SMP structures with high
reliability and accuracy.

Notably, SMP structures with 300—400 and even 1000 peri-
ods (Design IIT) have been grown using our MBE technique;
they are currently being investigated by the proposed matched
method and by using bright x-ray sources. Thus, the present
research is considered as the first main step in obtaining and
analyzing SMP heterostructures with very large numbers of
periods and large thicknesses.
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